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Adaptive Weighted Recurrence Graphs for
Appliance Recognition in Non-Intrusive Load

Monitoring
Anthony Faustine, Lucas Pereira, and Christoph Klemenjak

Abstract—To this day, hyperparameter tuning remains a
cumbersome task in Non-Intrusive Load Monitoring (NILM)
research, as researchers and practitioners are forced to in-
vest a considerable amount of time in this task. This paper
proposes adaptive weighted recurrence graph blocks (AWRG)
for appliance feature representation in event-based NILM. An
AWRG block can be combined with traditional deep neural
network architectures such as Convolutional Neural Networks
for appliance recognition. Our approach transforms one cycle
per activation current into an weighted recurrence graph and
treats the associated hyper-parameters as learn-able parameters.
We evaluate our technique on two energy datasets, the indus-
trial dataset LILACD and the residential PLAID dataset. The
outcome of our experiments shows that transforming current
waveforms into weighted recurrence graphs provides a better
feature representation and thus, improved classification results.
It is concluded that our approach can guarantee uniqueness of
appliance features, leading to enhanced generalisation abilities
when compared to the widely researched V-I image features.
Furthermore, we show that the initialisation parameters of the
AWRG’s have a significant impact on the performance and
training convergence.

Index Terms—Non-Intrusive Load Monitoring, Load Disag-
gregation, Appliance Recognition, Weighted Recurrence Graphs,
Recurrence Plots, V-I Trajectories, Convolutional Neural Net-
works, Deep Neural Networks

I. INTRODUCTION

IN recent times, wide portions of the world has witnessed
rapidly increasing energy use in buildings, residential and

industrial, mainly due to rapid urbanisation, economic growth
and population growth. In Africa for example, energy con-
sumed in buildings is estimated at 56% of the total national
electricity consumption [1] while in Europe, 25% of the
final energy consumption is accountable to households [2].
This rise in energy use is of great concern to climate and
sustainability challenges and therefore, calls for effective and
efficient energy saving in buildings. One way to manage
energy use in buildings is through monitoring the energy
consumption of end-use appliances. Information on appliance-
specific energy consumption can play an essential role in im-
proving energy consumption awareness of households, which
is likely to stimulate energy-saving behaviour [3]–[5]. It was
shown that monitoring individual loads at consumer premises
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C. Klemenjak is with the Institute of Networked and Embedded Systems,

University of Klagenfurt, Lakeside B10, 9020 Klagenfurt, Austria.
Manuscript submitted January, 2020.

plays an essential role in the design of customised energy
efficiency and energy demand management strategies [6]. The
use of power sensing technologies, such as smart-plugs and
smart meters, has gained popularity recently with the aim
of making information on power consumption available to
households [2], [7]. These sensing devices can monitor ag-
gregate power consumption at different sample rates, thereby
enabling the development of a remote energy management
system at the customer premises. With the help of cost-
effective technologies such as Non-intrusive Load Monitoring
(NILM), aggregate power data can be further used to facilitate
appliance-specific energy consumption in buildings.

A. Non-Intrusive Load Monitoring

NILM, also known as load disaggregation, is a computation
technique that extracts appliance-specific energy consumption
from aggregate consumption data, monitored at a single point
by utilising measurement equipment such as smart meters [8],
[9]. Unlike the traditional approach, which requires deploying
sensing infrastructure for each appliance in a building, NILM
techniques are cost-effective, non-intrusive, and can easily be
integrated into buildings. In general, NILM algorithms fall
in one of two categories: 1) event-based, and 2) event-less
approaches [10]. The former approaches seek to disaggre-
gate appliances by means of detecting and classifying their
individual transitions in the aggregated signal. In contrast to
that, the latter approaches attempt to match each sample of
the aggregated signal to the consumption of one or more
appliances. Deep Learning is seen as an enabler in both
approaches. More precisely, in event-based NILM through
Convolutional Neural Networks (CNNs), e.g., [11], [12], and
Recurrent Neural Networks (RNNs) in event-less, e.g., [13],
[14]. The contributions presented in this paper are categorised
under event-based approaches.

An event-based NILM pipeline usually consists of the fol-
lowing steps: event detection, feature representation, appliance
recognition and energy estimation. The task of the event detec-
tion step is to detect changes in the aggregate power signal due
to one or more appliance being activated. After that, unique
electrical features are extracted in the feature representation
stage. The extracted features should be distinctive enough to
allow identifying one appliance from another. According to
[15], an ideal feature representation should be able to minimise
the difference of instances in the same class and maximise the
contrast of instances in different categories. However, finding

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TSG.2020.3010621

Copyright (c) 2020 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



2 IEEE TRANSACTIONS ON SMART GRID, VOL. Y, NO. X, JANUARY 2020

an efficient set of features for appliance classification is still an
open challenge in NILM [16]. Once the feature representation
has been extracted, it can be used for identifying the appliance
category and its status in the appliance recognition stage.
Appliance classification, also known as load identification,
uses machine learning techniques to analyse the pattern of
the feature representation, classify them into the respective
appliance category.

Several studies have investigated the use of features-
representation extracted from Voltage-Current (V-I) waveforms
for appliance recognition in NILM e.g, [11], [12], [15],
[15], [17]–[25]. The use of V-I based features for appliance
classification was first introduced in [17], where eight features
were hand-engineered from one cycle of steady-state voltage
and current (e.g., are and self-interceptions). The basic as-
sumption for using of V-I features was that after normalisation,
independently of the brand and model, the shapes for the
same types of appliances would be similar. Hence, providing a
universal method for feature extraction, that could be used by
classic machine learning algorithms such as Support Vector
Machines (SVM), Artificial Neural Networks (ANN), and k
Nearest Neighbours (kNN). As for this writing, the original
set of eight features evolved to a set of 22 features, including
steady-state and transient features [20].

Other studies have shown that transforming the V-I trajec-
tory into a visual representation is computationally efficient
and improves classification performance [21], [22]. But more
importantly, it provides a convenient way of leveraging ad-
vanced machine learning techniques such as CNNs to extract
detailed features from the original V-I waveform that cannot
be engineered by hand [11], [12], [23].

B. (Weighted) Recurrence Graphs

Despite the efforts, the performance of most V-I based
approaches is still unsatisfactory as V-Is are not distinctive
enough to recognise appliances that fall into the same category,
e.g., purely resistive loads. This is because the V-Is have the
same shape independently of the current magnitude, substan-
tially reducing their discerning ability. Furthermore, most of
the existing works [21]–[23] have been evaluated in noise-
free sub-metered data, which is very likely to result in over-
optimistic classification results [26]. Against this background,
this paper presents an appliance recognition approach that uses
the current waveform (CW) generated from the aggregated
measurements. As with V-Is, the CW is converted into an
image-like representation, in this case using a Recurrent graph
(RG), also known as recurrence plot. RG analyse signal
dynamics in phase space to reveal repeating and non-linear
patterns [27] and have been used extensively for feature
representation in time series classification problems [27]–
[29]. Unlike the V-I image-representation, the RG feature
representation uses a distance-similarity matrix to represent
and visualise structural patterns in the CW. As a consequence,
RG feature representation depends also on the magnitude of
the current signal. The use of RG for the characterisation of ap-
pliances features was first proposed in [30]. However, similarly
to other RG methods for classification, the proposed approach

uses a compressed distance-similarity matrix representing all
recurrences in the form of a binary pattern.

Binarizing the RG through thresholding can lead to infor-
mation loss and therefore, degrade classification performance.
Hence, to avoid information loss and improve classification
performance, a Weighted Recurrence Graph (WRG) that gives
a few more values instead of the binary output is introduced
in [31]. However, both the RG and proposed WRG have hyper-
parameters that influence classification performance and need
to be determined somehow. To the best of our knowledge,
there are no appropriate methods for selecting these RG hyper-
parameters. Existing approaches found in literature are rather
heuristic or use hyper-parameter search. Instead, the proposed
approach handles the (W)RG hyper-parameters as learnable
parameters, much like normal neural network weights. To
this end, we introduce the Adaptive Weighted Recurrence
Graph (AWRG) method, where hyper-parameters are adjusted
by computing the gradient with respect to the other neural
network parameters.

The AWRG technique is evaluated on two datasets, namely
the Plug-Load Appliance Identification Dataset (PLAID) [32],
and the Laboratory-measured Industrial Load of Appliance
Characteristics dataset (LILACD) [33]. The PLAID dataset
contains aggregated voltage and current measurements of res-
idential appliances obtained at 30kHz, whereas the LILACD
dataset contains three-phase aggregated measurements sam-
pled at 50kHz in an industrial environment. To classify the
generated image-like feature representations, we apply CNNs,
which have been applied successfully for image classification
tasks [11], [12], [34].

C. Research Contributions and Paper Organisation
The main contributions of this paper are threefold:
1) We present the AWRG method for feature representation

in NILM. The proposed AWRG block is included in the
learning pipeline as part of the end-to-end feature learn-
ing with deep learning networks. Ultimately, this allows
fine-tuning of the WRG and consequently, improves
the discerning power of the features and classification
performance.

2) We conduct an extensive evaluation on two datasets
that were collected in residential and industrial en-
vironments. In contrast to other approaches that use
sub-metered data, we test our method on aggregated
power measurements, which is said to be more realistic.
Furthermore, we contrast the multi-dimension three-
phase system in industrial settings and the single-phase
system in residential buildings, which has received little
attention in literature.

3) We benchmark the proposed AWRG feature represen-
tation with V-Is, which are its most direct competitor.
Ultimately, we show that the proposed method signifi-
cantly improves the classification performance in both,
the single and three-phase case.

For the sake of reproducibility, we release an implementa-
tion of our contributions in an online code repository1.

1https://github.com/sambaiga/AWRGNILM
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The remainder of this paper is organised as follows: Section
II introduces the methods utilised in this paper. In Section
III, we describe the experimental design. Section IV presents
the outcome of our evaluations. Section V summarises the
contributions of this paper and provides an outlook on future
work.

II. METHODS

The goal of appliance classification in NILM is to identify
active appliances k ∈ {i = 1, 2, . . .M} from the aggregate
signal xt where M indicates the number of appliances. This
can be seen as a multi-class problem. The aggregate current
signal xt at any time t is assumed to be xt =

∑M
k y

(k)
t ·s(k)t +

σt where y(k)t is the contribution of appliance k, s(k)t ∈ {0, 1}
is one hot encoding for appliance labels, and σt represents
both any contribution from appliances not accounted for and
measurement noise. Suppose we extract xt in brief windows
of time containing only a single activation event, then the
electrical feature X̂t that causes an event can be obtained by
considering the difference of xt before and after an event.
Therefore, given D = {x̂t,St|t = 1, . . . , T} set of feature
representation and their corresponding one-hot encoding of
appliances labels, the goal is to learn a multi-class classifier
that predicts the appliance class st from an input feature
vector x̂t. This section introduces the proposed AWRG by
first describing how activation current and voltage are obtained
from the aggregate measurements for single and three-phase
data. Finally, it presents the deep neural network and training
procedure used to build the classification model.

A. Feature Extraction from Aggregate Measurements

We consider appliance features extracted in brief windows
of time, containing only one event feature derived from
aggregate power measurements, as it allows us to distinguish
appliances based on their start-up events. We define an acti-
vation current i and voltage v to be a one-cycle steady-state
signal extracted from aggregate current waveform in a brief
time after state transition. To obtain the activation current from
aggregate measurements, we measure Ns complete cycles of
current and voltage before {i(b)k , v(b)

k } and after {i(a)k , v(a)
k }

the transition, where k ∈ {1, 2, 3} for three phase industrial
data and k = 1 for single-phase residential data set.

In this work, the current and voltage before and after the
transition are respectively Ns = 10 and Ns = 2. For PLAID
Ns = 2 was chosen based on [11], for LILACD dataset Ns =
10 was chosen empirically after we had analysed the data.
The Ns cycles correspond to steady-state behaviour and are
equivalent to Ts×Ns samples where Ts = fs

f , fs is sampling
frequency and f is the mains frequency.

The extracted cycles are aligned at zero-crossing of the
voltage and thereafter, one-cycle activation current before i(b)k
and after i(a)k event is extracted. Since the current waveform
has an excellent additive property, the activation current can
be extracted from the aggregate signal by subtraction [15].
The activation current i is then calculated as follows: ik =
i
(a)
k − i

(b)
k and vk = v

(a)
k if the event is caused by activation
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Fig. 1. Extraction of activation current i and voltage v as the result of CFL
being switched on a) Aggregated current signal b) voltage before an event c)
voltage after an event d) Current before ib e) Current after ia f) Activation
current i obtained by taking the difference between ia - ib

of appliance, and ik = ibk − i
(a)
k if the event is caused by

de-activation of appliance as illustrated in Fig. 1 [11], [31].

B. Adaptive Weighted Recurrence Graph

The RG feature representation uses a distance similarity ma-
trix Dw×w to represent and visualise structural patterns in the
signal. The distance similarity matrix provides a relationship
metric between each element in the time series [35]. The RG
is one of the techniques used to encode time series data into
visual representation [27]–[29].It uses a compressed distance
similarity matrix to represent and visualise structural patterns
in the signal [31]. The main idea is to reveal in which points
trajectories return to a previous state. It is usually formulated
as

Ri,j =

{
1 if di,j ≥ ε
0 otherwise

(1)

where ε is the recurrence threshold, di,j is the distance
similarity function such as Euclidean norm between data point
xi and xj . This matrix contains both, patterns and information,
that are not always very easy to see and interpret [36]. To
improve classification performance and avoid information loss
as the result of binarisation, we apply WGR because it gives
a few more values instead of an binary output [31], defined as

Ri,j =

{
δ if di,j > δ · ε
n if n · ε ≤ di,j ≤ (n+ 1) · ε (2)

where 0 ≤ n ≤ δ, δ ≥ 1 and di,j = ||xi − xj ||p. This
improvement comes at the cost of additional hyper-parameters
σ, to be selected. Unlike [31], we treat recurrence hyper-
parameters θ = {ε, δ} as learn-able parameters like normal
neural network weight and introduce the Adaptive Weighted
Recurrence Graph (AWRG) block as depicted in Fig. 2.

The Piecewise Aggregate Approximation (PAA) technique
is used to reduce the dimension of the decomposed signal
ia and if from Ts to a predefined size w where w is the
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Deep learning
Architecture

Input
signal PAA

Output
layer

Fig. 2. Proposed recurrence block architecture for generating recurrence
graph.The deep learning architecture box can be replaced with any architecture
such as CNN.

embedding size. PAA is a dimension reduction method for
high-dimensional time series signals [37]. This is a crucial
pre-processing step as it reduces the high-dimensionality of the
extracted activation current feature with minimal information
loss. As regards the PAA block, the embedding size w is
the hyper-parameter which needs to be selected carefully.
Empirically, it was found that the choice of w does not sig-
nificantly influences the classification performance. However,
large values of w impact the learning speed as discussed in our
experimental results. The adaptive weighted adjacency matrix
sub-block generates recurrence graph G with weighted adja-
cency matrix Rw×w by first computing the distance similarity
matrix Dw×w such that di,j = p

√
|xi − xj |p. The recurrence

matrix Rw×w is then obtained as follows:

Rw×w = fθ(Dw×w)) (3)

where

fθ(Di,j) =

{
δ if τ > δ

τ otherwise
and τ = bDi,j

ε
c (4)

and b.c is the floor function. To avoid the vanishing gradient
problem on ε, we apply parametrisation λ = 1

ε . Since the
value of δ ≥ 1, and 0 ≤ 1

λ ≤ 1, it is necessary to adopt
appropriate initialisation values for these learn-able parameters
for optimal performance and faster convergence. In this paper,
we initialise the value of δ = 10 and that of λ = 10.
We experimented with different initialisation parameters and
found that these value achieve faster convergence and higher
classification performance.

C. Neural Networks and Training Procedure

This works considers CNNs, a specific kind of neural
networks for processing visual data. CNN leverages local
connectivity and equivariant representations that make it useful
for computer vision tasks. The CNN network used in this work
consists of three-stage CNN layer each with 16, 32 and 64
feature maps, 5 × 5 filter size, 2 × 2 stride size and ReLU
activation function as depicted in Fig. 3. Two fully connected
linear layers follow the last layer with a hidden size of
1024 and K, respectively, where the number of appliances
available determines the number of classes. The final predicted
class is obtained by applying softmax activation function.
Since the problem at hand is multi-class classification, the
objective function used is the Cross-Entropy Loss defined as
Lθ(y, p) = −∑M

i=1 yi · log pi. The CNN network is trained
using mini-batch stochastic gradient descent (SDG) with a
momentum of 0.9, a learning rate of 1−3, and a batch size of
16. To avoid over-fitting, early stopping with patience is used
where the training model is terminated once the validation
performance does not change after 20 iterations.

III. EXPERIMENTAL DESIGN

A. Datasets

The proposed method is tested on the aggregated PLAID
[32] and the LILACD [33] datasets. The former contains
single-phase aggregated voltage and current measurements of
12 different domestic electrical appliances. The dataset is
sampled at 30 kHz and contains 1314 measurements obtained
when multiple appliances were active simultaneously. The
LILACD dataset contains three-phase aggregated and sub-
metered current and voltage measurements sampled at 50 kHz
for 16 different appliance types (industrial and home appli-
ances). In this study, aggregated measurement data that contain
measurements of more than one concurrently running appli-
ances is used. Since the LILACD dataset is multi-dimensional,
a separate activation current for each current phase is an
input feature. We specifically consider both residential and
industrial datasets because there is limited research about
using NILM for industrial environment [38]. Compared to
residential buildings, the industrial environment offers unique
characteristics for existing NILM techniques. Industrial set-
tings often consist of three-phases machines equipped with a
variety of heavy equipment such as large motors [33], yet it
can also comprise single-phase appliances that are common in
residential buildings.

Throughout the paper, we use the following abbrevia-
tions: Compact fluorescent lamp (CFL), Bulb (ILB), Kettle
(KT), Airconditiner(AC), SolderingIron (SLD), CoffeeMaker
(CM), Hair-dryer (Dryer), Raclette (RC), and FridgeDe-
froster (FRZ), 1-phase-async-motor (1P-Motor), and Drilling-
machine (DRL) for single phase appliances. The three-phase
industrial appliances includes Dumper-machine (3P-DPM),
2x=Freq-conv-squirrel-3-2x (3P-FCS), Squirrel-3-async (3P-
SQL), and Squirrel-3-async-2x(3P-SQL-2x). The distribution
of appliances on the PLAID and LILAC aggregated measure-
ments is depicted on Fig. 4.

The activation and deactivation’s (events) in PLAID and
LILACD dataset are labelled by default, making it easy to
calculate the activation current signal of the appliance causing
the event. However, after analysing the LILACD data, it was
found that some events were not correctly labelled. As a
result, we corrected the mislabelled events and created a sub-
aggregated LILACD dataset with 1324 correct activation and
deactivation’s labels.

B. Performance Metrics

To quantitatively evaluate the classification performance, we
use macro-averaged F1 score, zero-loss score (ZL) and the
Matthews correlation coefficient (MCC). Also, we utilise the
confusion matrix to show correct predictions (on the diagonal)
and provide a clear view on which appliances are confused
with each other. The F1 (%) score is defined as Fmacro = 100·
1
M

∑M
i=1 F

(i)
1 where M is the number of appliances and F1 is

the harmonic mean of precision and recall. The zero-loss gives
the number of miss-classifications with the best performance
being 0 and is defined as ZL =

∑M
i=1 I(yi 6= ŷi).

The Matthews correlation coefficient, MCC, provides a
balanced performance measure of the quality of classification
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Fig. 3. The CNN network used in this work consists of AWRG block, CNN layers, and the FC’s layers. The AWRG block receives CW of size Ts and
produce image-representation of size w × w that is used as input to CNN.
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Fig. 4. Appliances distribution on the two datasets a) Aggregated single-
phase PLAID dataset . The SLD has large number of activation because it
had to two start-up events b) Aggregated three-phase LILACD data-set with
three-phase loads.

algorithms [39]. Given a confusion matrix C, for M different
classes, the MCC can be defined as

MCC =
c× s−∑M

i pi × ti√
(s2 −∑M

i p2i )× (s2 −∑M
i t2i )

(5)

where ti =
∑M
k Cki, pi =

∑M
k Cik, c =

∑M
k Ckk, and

s =
∑M
i

∑M
j Cij . The maximum MCC score is +1 and

the minimum value can be between -1 and 0. A score of +1
represents perfect prediction performance.

C. Experiment Description

To evaluate our method, we first investigate how embed-
ding size w and different initialisation parameters influence
classification performance. We investigate this by altering the
emending size and the initialisation method and compare the
obtained performance. To achieve more reliable results, the
model is trained on 75% of the data for 100 iterations and
tested on the remaining 25%. To ensure an equal distribution
of classes in the train and validation sets, the first spilt from a
stratified 4-fold cross-validation with random shuffle is used.

In the second experiment, we establish a baseline in which
the V-I binary image is used as feature representation. The
baseline is compared with feature representation produced
by the proposed recurrence block. This experiment setup
helps us answering an important question on whether AWRG
feature learning with deep learning is sufficient for appliance
classification in aggregated power measurements or not.

The binary V-I image with size w × w, is generated from
the activation current i and voltage v. The activation current
and voltage are first resized into corresponding scale di
and dv respectively where dc = max(|min(i)|,max(i)) and
dv = max(|min(v)|,max(v)) and transformed into w × w
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Fig. 5. Generation of the image-like representation from activation current
and voltage. a) The CFL activation current b) activation current for CFL
appliance after PAA d) activation voltage for CFL e) The V-I waveform d)
The V-I image representation generated from activation current and voltage
f) The WRG image representation made from CFL current after PAA.

scale. The scaled current and voltage are then converted into
w × w image by meshing the V-I trajectory and assigned a
binary value that denotes whether it is traversed by trajectory
as described in [23]. Fig. 5 illustrates the generation of V-
I and WRG image-like representation from activation cur-
rent and voltage. The V-I and the proposed AWRG feature
representation are mainly based on single-dimensional time
series data. Therefore, for a multidimensional three-phase
activation current a separate AWRG and V-I for each current
phase is used as a channel to form the respective image-like
representations.

To obtain performance results, the learning architecture is
trained using stratified 10-fold cross-validation with random
shuffle. Using this approach, the model is trained on 90% of
the data for 300 iterations, and tested in the remaining 10%.
This process is repeated 10-times, where each fold is created
by sampling without replacement [11].

IV. RESULTS AND DISCUSSION

We first investigate how the parameters of the proposed
AWRG influence classification performance by studying the
impact of parameter initialisation on training convergence and
model performance.

We experimented with different initialisation for δ and
that of λ as shown in Table I. We see that when λ is
initialised with a value greater than 10 the model achieves
fast convergence and higher classification performance. We
also observed that when the parameters are initialised with
zero, the gradient fails to flow backwards and impedes the
learning progress of a neural network. The initialisation of the
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TABLE I
PARAMETER INITIALISATION RESULTS SUMMARY FOR AGGREGATED

SINGLE-PHASE PLAID AND THREE-PHASE LILACD DATASET

Initilization MCC score

LILAC PLAID

λ = 0, δ = 0 0.00 0.00
λ = 1, δ = 1 0.97 0.752
λ = 10, δ = 5 0.948 0.961
λ = 10, δ = 10 0.951 0.971
λ = 10, δ = 20 0.945 0.964
λ = 10, δ = 50 0.916 0.968
λ = 20, δ = 10 0.948 0.974
λ = 30, δ = 10 0.945 0.971
λ = 40, δ = 10 0.952 0.965
λ = 50, δ = 10 0.941 0.962
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Fig. 6. Performance score for different parameters of the proposed AWRG
on PLAID and LILACD datasets. a) The F1-macro score for λ = 10 and
varying δ. b) The F1-macro score δ = 10 and varying λ c) The F1-macro
score for different values of w d) The training time for different values of w

parameter with value δ = 10 and that of λ = 10 seems to
offer stable learning progress as depicted in Figs. 6a and 6c.
We also investigate the influence of embedding size w on
classification performance. From Fig. 6c, we see that the
higher value of w does not significantly improve classification
performance. However, large values of w impact the learning
speed as shown in Fig. 6d.

The results of the comparison between the V-I image and
the proposed AWRG feature representation for the PLAID and
LILACD datasets are presented in Table II.

TABLE II
RESULTS SUMMARY FOR AGGREGATED SINGLE-PHASE PLAID AND

THREE-PHASE LILACD DATASET WHEN V-I IMAGE AND AWRG IS USED.

Method Dataset F1 MCC ZL

V-I PLAID 91.67± 2.32 0.91± 0.03 8.32± 2.35
V-I LILACD 85.36± 2.04 0.85± 0.02 13.82± 1.99
AWRG PLAID 97.77± 1.05 0.98± 0.01 2.23± 1.05
AWRG LILACD 98.33± 0.74 0.98± 0.01 1.66± 0.74

Considering PLAID, we observe that the recurrence block
improves the performance from 0.91 to 0.98 MCC while
reducing the miss-classification errors from 8.32% to 2.23%
For LILACD, we also see that compared to the V-I rep-
resentation, the use of AWRG improves the performance
from 0.85% to 0.98% MCC while reducing the classification
errors from 13.82% to 1.66%. To have further insights on
the per-appliance performance and which appliances are miss-
classified, we show per-appliance F1 macro score and the
confusion matrices for the baseline and the proposed AWRG
in the two datasets. in Fig. 7 and Fig. 8.

From Fig. 7, we observe that when AWRG is used, the CNN
achieve F1 macro score above 95% for all appliances in the
PLAID and LILACD dataset. We also see that compared to the
V-I image, the proposed AWRG attains a higher score for each
appliance. The V-I achieves low performance (≤ 80%) for
resistive appliances such as RC, KT and CM in the LILACD
dataset and CM and ILB in the PLAID dataset.

Investigating the confusion matrix in Fig. 8 for PLAID,
we observe a large number of confusions between KT and
CM in the V-I representation. The reason for this confu-
sion is attributed to the fact that both appliances consist of
a resistive heating element and therefore nearly the same
current waveform. We also observe that when the AWRG
block is used, the classifier can effectively distinguish these
two appliances as depicted in Fig. 8b. This implies that the
proposed AWRG yields more robust feature representations for
appliance recognition in residential environment. Yet, we still
observe a few confusions between CFL and Laptop, Fridge
and FRZ, the AC with Fan, and SLD with Laptop.

Fig. 9 shows the confusion matrices for the baseline and
the proposed AWRG for LILACD. As observed from Fig. 9a,
the V-I representation create many confusions for single-phase
appliances like RC, KT, CM, Dryer and ILB. This is mainly
due to the similarities in the current levels of these appliances
that are also purely resistive. We also observe a few confusions
for three-phase machine between 3P-SQL and 3P-Mort, 3P-
SQL and 3P-DPM. However, as it can be observed in Fig. 9b,
the AWRG feature representation significantly reduces these
errors in single-phase and yield no mistakes between three-
phases appliances. This implies that the proposed AWRG is
distinctive enough to recognize multi-dimension three-phase
appliances in industrial setting.

Overall, these results suggest that the feature representa-
tion learned from V-I images is not sufficient for appliance
classification in both residential and industrial settings. In
contrast, applying the proposed AWRG feature representation
significantly improves the classification performance, which
is a reflection of its superior capability of extracting unique
appliance features.

V. CONCLUSION AND FUTURE WORK

In this paper, we propose the AWRG method with learnable
parameters for event-based NILM. We present the outcome of
empirical investigations on how different parameters of the
proposed AWRG influence model training and classification
performance. We observe that the initialisation values for the
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Fig. 7. The F1 macro (%) score per appliance between V-I image and AWRG for a) PLAID dataset and b) LILACD dataset
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Fig. 8. Confusion matrix for the CNN network with V-I and AWRG on PLAID dataset. a) V-I baseline b) AWRG.

learn-able parameters have a decisive influence on the optimal
performance and convergence.

We further evaluate the proposed approach in two public
real-world energy datasets, one for residential and another
for industrial settings. The outcomes indicate that the feature
representation learned from AWRG is consistently superior
to those from V-I images, and most importantly are able to
discern between appliances of the same type, e.g., purely
resistive loads.

At this point it is important to stress that the presented
evaluation assumes that the appliance state transitions (i.e.,

activations and deactivations) are known in advance. In prac-
tice, this information must be provided by an event detection
algorithm (e.g., [40]–[42]). Therefore, future work should
investigate how to integrate the proposed approach in an event-
based pipeline to understand how variations in the position of
the detected events will affect the extraction of the activa-
tion/deactivation signals, as well as the feature representation
process through the AWRG.

Furthermore, despite its superior performance when com-
pared to the V-Is alternative, it still presents some miss-
classifications that must be further studied. While more la-
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Fig. 9. Confusion matrix for the CNN network with V-I and AWRG on LILACD dataset. a) V-I baseline b) AWRG.

belled data can potentially improve the performance, labelled
high-frequency datasets are scarce. Thus, a potential future
work directions is to leverage the potential of unlabelled data
by using pseudo-labels and semi-supervised learning [43].
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